
Pressure was controlled at around 50 K, and curves of resistance
versus temperature were obtained at fixed pressures (3.5–48 GPa;
Fig. 2). At pressures of 3.5 and 23 GPa, the measured resistance
showed a normal metallic behaviour. The residual resistance
increased with compression, which could be explained by thinning
of the sample and possible chemical reactions at the contact point
between the sample and the electrodes. At a pressure of 35 GPa, a
drop of resistance was observed at around 13 K, and the onset
temperature of the drop shifted slightly to higher temperature at
36 GPa. At 48 GPa (run no. 2), the width of the resistance drop
increased and the onset temperature reached 20 K (Fig. 2a). The loss
of resistance (50%) suggested that the drop was caused by the
superconducting transition. Figure 3 shows the magnetic field
dependence of the resistance drop at 34 GPa (run no. 3), which is
strong evidence for the superconducting transition; the drop shifted
to lower temperature when the magnetic field was applied, and was
fully suppressed above 3 T. Observation of the Meissner signal is
indispensable for proving the existence of superconductivity, but we
had experimental difficulties in performing magnetic measure-
ments with the gas-controlled DAC, and have not obtained this
signal. After releasing the pressure, the sample showed its original
reflection of light, which indicated that chemical reaction
was negligible during the present experiments. We conclude that
the drop of resistance is due to the onset of superconductivity of Li.

Figure 4 shows the pressure dependence of the superconducting
onset temperature of Li observed in four different runs (nos 1–4).
Data are scattered, but the onset temperature clearly shows (on
average) a rise with pressure. Lin and Dunn5 had previously
reported high-pressure and low-temperature electrical resistance
measurements on Li, and observed a drop of resistance at around
7 K in a similar pressure region to our results. Although they
concluded that this drop of resistance was caused by a phase
transition, which could include (as they tentatively proposed) the
onset of superconductivity, here we suggest the resistance drop
observed by these workers was indeed likely to have been from
superconductivity. The present result establishes that compressed Li
is a superconductor.

According to theoretical predictions7,8 we may be able to achieve a
T c higher than 20 K on further compression. High-pressure inves-
tigations of Li, the first superconducting element of the periodic
table, should help the understanding both of the fundamental
properties of metals, and of the possible room-temperature super-
conductivity in metallic hydrogen2. A
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Water has a rich metastable phase behaviour that includes
transitions between high- and low-density amorphous ices, and
between high- and low-density supercooled liquids. Because the
transitions occur under conditions where crystalline ice is the
stable phase, they are challenging to probe directly. In the case of
the liquids, it remains unclear1 whether their mutual transforma-
tion at low temperatures is continuous2,3, or discontinuous4,5 and
terminating at a postulated second critical point of water that is
metastable with respect to crystallization. The amorphous ices
are more amenable to experiments6–8, which have shown that
their mutual transformation is sharp and reversible. But the non-
equilibrium conditions of these studies make a firm thermo-
dynamic interpretation of the results difficult. Here we use
Raman spectroscopy and visual inspection to show that the
transformation of high-density to low-density amorphous ices
involves the propagation of a phase boundary—a region contain-
ing a mixture of both ices. We find that the boundary region
becomes narrower as the transformation progresses, and at
higher transformation temperatures. These findings strongly
suggest that the polyamorphic ice transition is discontinuous; a
continuous transformation should occur uniformly over the
entire sample9. Because the amorphous ices are structurally
similar to their supercooled liquid counterparts, our results
also imply that the liquids transform discontinuously at low
temperatures and thus support the liquid–liquid critical-point
theory4,5.

We used pressure-induced amorphization of deionized H2O ice
at ,1 GPa, 77 K, to obtain high-density amorphous ice (HDA). The
sample was then heated at 1.5 GPa to 150 K at ,3 K min21 to make a
large homogeneous HDA block; this was then ‘recovered’ at 100 kPa,
77 K (refs 10–12), yielding ‘as-recovered’ HDA as a transparent solid
with few cracks.

A lump of the ‘as-recovered’ HDA, 1–2 mm in size, was placed at
77 K in a hole in an indium block attached to a cryostat, and heated
in vacuum at 0.5 K min21 to the annealing temperature Tanneal. The
sample was kept at this temperature for about 3–3.5 h, and then
cooled to 25 K; throughout this procedure, microscopic Raman
spectra were taken to identify the ice phases13 of the sample. The
heating–annealing–cooling sequence was then repeated using a
higher Tanneal.

Annealing (ageing) at Tanneal releases excessive stress: the HDA
structure changes gradually and irreversibly, until the changes gradu-
ally cease with time14 as evident from the Raman spectra and a
decrease in the heat evolved from HDA per unit time (not shown).
The Raman peak frequency of the annealed HDA sample changes with
temperature almost reversibly between Tanneal and 25 K at a rate
similar to that of low-density amorphous ice (LDA) and ice Ih (ref.
15), indicating that its structure is stable below Tanneal (ref. 14).

The Raman spectra of the sample at 25 K after the 3–3.5 h
annealing at different Tanneal are shown in Fig. 1, and the corre-
sponding peak frequencies, relative peak intensities, and estimated
specific volumes at Tanneal are shown in Fig. 2. The HDA structure
relaxes on annealing at ,90–115 K, and HDA transforms to LDA at
115^ , 0:5 K; in agreement with previous results12,16–18. Although
the transformation from HDA into LDA is associated with heat
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release16, we believe that this does not lead to any significant heating
of the sample itself because the transformation proceeds slowly.

Although the peak frequency and the specific volume of HDA
change increasingly as Tanneal approaches 115 K (Fig. 2), the Raman
spectraexhibitacommon,broadprofile(Fig.1).Theprofilesmeasured
at several different points on the surface of a given relaxed HDA sample
are always identical within experimental error; any stresses remaining
must therefore be homogeneously distributed throughout the HDA
sample. Annealing to temperatures less than 115 K is accordingly
accompanied by uniform sample swelling that causes no cracks;
annealing at 115 K, in contrast, results in heterogeneous swelling and
cracking, belying a monotonous change14 to LDA.

The 25-K spectra of HDA annealed near 112 K (Fig. 1) are, within
experimental error, identical to the 25-K spectra13,19 of HDA
samples that are not initially heat-treated at 1.5 GPa and also not
annealed, indicating that these samples have similar structures, even
though they differ subtly12. As annealing of HDA at 112 K at 100 kPa
and heating HDA to 150 K at 1.5 GPa induces a gradual change to
another HDA, their structures appear to change mutually and
continuously. This suggests that different HDA states lie within
the same HDA megabasin in configuration space10.

The temporal evolution of the spatial distribution of the different
ice states during annealing near 115 K is illustrated in Fig. 3. The
HDA-to-LDA transformation starts in the left part of the ice sample
and propagates to the right, accompanied by an increase in sample
volume from left to right. The Raman spectra of the left part of the
ice sample shown in Fig. 3b are similar to the Raman spectrum of
LDA, whereas spectra taken of the right part of the sample resemble
the HDA spectrum. The region between the LDA and HDA phases
shows continuously changing intermediate spectra, which can be
expressed as a linear combination of the spectra of HDA and LDA
(Fig. 4). We classify these ice states by the fraction of the HDA
component, a (see Fig. 4 legend for a full definition) and show in
the right-hand panels of Fig. 3 how a changes along a line in the
transformation direction (indicated by the X–X 0 arrow in the left
panels). The slope of a in the intermediate-state region (the slope of
the broken lines in the right panels in Fig. 3) becomes steeper with
time and, hence, the boundary region separating HDA from LDA
narrows gradually. This suggests that the intermediate state changes
more quickly to LDA than HDA changes to the intermediate state—
a phase-separating behaviour. Large cracks, indicative of severe

stress, appear mainly in the direction perpendicular to the trans-
formation direction (Fig. 3). The high density of cracks in the right
part of the ice sample correspond with a particularly steep slope in a
observed at that location, suggesting that crack density correlates
with the broadness of the boundary region.

In a separate experiment, we partly transformed a sample at 115 K
and then kept it at a lower temperature of 111 K and monitored the
changes of a along a line in the transformation direction. As
illustrated in Fig. 5, the values of a in the left part of the sample,
left of point P, decrease over time as the corresponding intermediate
states transform into LDA. In contrast, HDA states to the right of
this point remain unchanged. This behaviour clearly illustrates that
the partially transformed sample segregates into HDA and LDA
regions separated by a crack at P. Upon re-heating, the remaining
HDA starts to change to the intermediate state (Fig. 5e). The data
also show that the phase transformation of HDA to LDA, once
initiated at 115 K, triggers complete transformation of the affected
sample part, even at 111 K. This ‘over-heating’ effect is comparable
to the ‘over-depressurization’ of the decompression-induced HDA-
to-LDA transformation around 135 K, where the phase transform-
ation, once it has begun, continues at a higher pressure (the
transition b in Fig. 2 of ref. 8). The behaviour is consistent with
the observed ‘coexistence’ of HDA and LDA during the phase
transformation12,20, which must therefore be discontinuous.

We used higher transformation temperatures to study the effect of
temperature on the broadness of the boundary region. After annealing
at 108–110 K for ,20 h and confirmation via Raman spectra that the
HDA sample was in a state just before the transformation, we rapidly
(,10 K min21) heated the sample and then kept it at a constant
temperature between 115 K and 131 K. The transformation to LDA,
once it starts, propagates more quickly at higher temperatures, leaving
dense major and fine cracks. The transformation completes in ,5 h at

Figure 1 Changes in the Raman spectrum of a high-density amorphous ice sample during

annealing at different temperatures T anneal. Total intensity between 2,800 and

3,650 cm21 in each spectrum is normalized. We measure the spectra to ^ , 2 cm21 at

25 K using an argon-ion laser (wavelength 488.0 nm); the laser power in a spot (,20 mm

diameter) on the sample is ,10 mW. Sample temperature is controlled to ^ , 0.1 K.

HDA and LDA, high-density and low-density ice, respectively.

Figure 2 Changes in properties of Raman spectra induced by annealing of amorphous ice

at different temperatures. a, Raman peak frequency; b, relative Raman peak intensity;

and c, specific volume. Discontinuity at the transformation (Tr) is shown by gaps (arrows).

Open circles correspond to the intermediate states at Tr. The specific volume is obtained

by observing the sample surface with video equipment. We measure the length between

several fixed points on the surface, raise it to the third power to obtain temporary volume,

and estimate the specific volume to ,2% by calibrating the volume above 150 K with the

specific volume of ice Ih or ice Ic.
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115 Kand in,0.03 s at131 K. Ramanspectra of a sample transforming
at 123 K yield a steep slope of a in an apparently connected part of the
sample that soon cracks; the slope is comparable to the steep slope
measured for the sample of Fig. 3d.

Because of the speed of the transformations at higher tempera-
tures, Raman measurements are not feasible, and we therefore used
video equipment to observe the crack formation (or the volume
evolution) during the transformations. Above ,132 K the trans-
formation occurs within a single video frame (0.03 s)—making it
too fast to observe the propagation. Owing to the variety of
transformation directions, sudden crack formation and lack of
in situ identification of the intermediate states, we have to repeat
our observations dozens of times to obtain a meaningful result. We
find that the boundary region between the cracked transformed part
of the sample and the uncracked and untransformed part of the
sample appears more distinct at higher temperatures (Fig. 6),
suggesting that the boundary region is narrower, or similar, in
width to the boundary region appearing in low-temperature trans-
formations. This is further supported by the appearance of dense

major cracks, which suggest narrow boundary regions (Fig. 3). The
propagation and the probable narrowing of the boundary region
indicate the relative stability of HDA even at high temperatures.

The presence of a boundary region in partly transformed samples
argues for the HDA–LDA transformation having a first-order-like
nature9, given that continuous structural relaxation of HDA only at
the boundary to the LDA region seems very unlikely. In fact, we
observe that HDA relaxation always occurs uniformly and essen-
tially without causing cracking, even in cases where quick and large
volume expansion accompanies the relaxation. For example, when
we heat ‘as-recovered’ 77-K HDA at ,20 K min21, it swells uni-
formly by 3–5 vol.% within a few seconds just before the trans-
formation to LDA starts to propagate through the sample. The rate
of this initial volume expansion is much higher than the rate of the
volume expansion accompanying the HDA–LDA transformation at
115 K, yet the relaxation occurs uniformly and without causing
cracks. Stresses heterogeneously distributed in HDA must therefore
be able to quickly relax and spread uniformly through the sample.
Moreover, if the boundary region appearing during the HDA–LDA
transformation were caused by relaxation, it should broaden at
higher temperatures because structural relaxation processes are
usually more uniform higher temperatures; in contrast and as
discussed above, we see evidence for narrowing of the boundary

Figure 3 The transformation of HDA to LDA as a function of time. Time given on the left is that

elapsed after annealing has started at 115.4 K (a–c) or 116 K (d). We suspend annealing by

cooling the ice sample to 25 K, and then measure the Raman spectra at the points indicated

on the sample (inside the broken lines) in an indium holder (In). Thin lines, observed major

cracks. The surface state at each point is classified, and indicated by the appropriate dot.

a . 0.8, large black (HDA-like); 0:8 . a . 0:6; small black; 0:6 . a . 0:4; grey;

0:4 . a . 0:2; small white; 0.2 . a, large white (LDA-like), allowing for experimental

uncertainties of a, ^ , 0.1. Arrow X–X
0
, direction of transformation. Graphs (right) show

the progress of a along the line parallel to the arrow. Intermediate states (as mentioned in

Fig. 4) are defined as those with a ¼ 0–1. Broken lines, slopes of a.

Figure 4 Raman spectra of an intermediate state at 25 K. a, All the spectra collected on

the sample pictured in Fig. 3b. Inset, the difference in intensity between each spectrum

and the HDA spectrum (just before the transformation starts to propagate). Note the

isosbestic points and the same peak frequencies in the inset (black points). The arrows,

L (3,112 ^ , 2 cm21) and H (3,138 ^ , 2 cm21), are, respectively, the peak

frequencies of the LDA and HDA spectra (the dotted and dashed lines in the main part of

a), whose difference corresponds to the gap in Fig. 2a. b, An example of the linear HDA/

LDA combination. We calculate aIHDAþð1 2 aÞI LDA; where I HDA and I LDA are the HDA

and LDA spectra (the dashed and dotted lines), respectively. The result of the fit to

experimental data (broken line) agrees with the experimental data (grey dots).
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region with increasing temperature.
If the HDA–LDA transformation is first-order-like and therefore

involves nucleation and growth of the new phase, the broadness of
the low-temperature boundary region and its apparent narrowing at
high temperatures are readily explained. That is, HDA will be less
viscous at higher temperatures and LDA can thus grow more rapidly
in the HDA region, resulting in a relatively narrow HDA–LDA
boundary. The boundary region as a manifestation of HDA–LDA
phase separation in the ice sample is also consistent with its
disappearance in the 111-K experiment (Fig. 5). Moreover, this
interpretation readily explains why many cracks appear in ice
samples during their transformation, whereas densified silica glasses
exhibit monotonic annealing behaviour without cracking (N.
Kitamura, personal communication).

The HDA–LDA transformation has also been interpreted as
spinodal decomposition, motivated by model calculations21,22 that
suggest that HDA around 120 K and 100 kPa might be unstable (as
opposed to metastable) with respect to LDA. But because spinodal
decompositions tend to be system-spanning23, the observed hetero-
geneous propagation of the HDA–LDA transformation suggests
that the theoretical calculations are not accurate; however, even
though never observed so far, it might be possible that a low-

temperature spinodal decomposition process lacking system-
spanning characteristics occurs. At low temperatures and under
out-of-equilibrium conditions, it is experimentally very difficult to
differentiate clearly and unambiguously between the spinodal
decomposition of an unstable state, and the kinetic transition of a
metastable state. The detailed mechanism of the HDA–LDA first-
order-like transformation thus remains uncertain.

The amorphous phases HDA and LDA easily crystallize on
heating. It is thus practically very difficult to observe at tempera-
tures above their expected glass-transition temperatures10,19 the
equilibrium first-order transformation anticipated to occur around
,0.2 GPa on the co-existence line of the low- and high-density
liquid waters. But as these equilibrium conditions are approached,
the phase separation between HDA and LDA should become more
distinct. In fact, this is seen in experiments around ,135 K and
,0.2 GPa, which reveal LDA-to-HDA ‘over-pressurization’, HDA-

Figure 5 Phase changes in an amorphous sample at 111 K. The HDA–LDA transformation

was initiated at 115 K and the sample then cooled to 111 K. Panels a–e show the a values

along a line parallel to the transformation direction, analogous to the data shown in the right-

hand panels in Fig. 3. The partly transformed sample is annealed for the indicated total period

at 111 K and cooled for the Raman measurement at 25 K. The HDA–LDA transformation

starts again when the sample is re-heated to 114.5 K. A crack grows with time at point P.

Figure 6 Visual observations of the transformations at 115, 123 and 128 K.

Transformations proceed from left to right; times since taking the leftmost image are

shown. The boundary region (the grey zone) in the 115-K images is identified using

Raman measurements (Fig. 3). The location and width of the boundary regions in the

samples transforming at 123 K and 128 K are visually inferred from the boundary between

the densely cracked part (white area) and the uncracked part (black area), and are thus

unlikely to correspond exactly to the shape given in the schematic figures. The samples

just before and just after the 123-K and 128-K transformations are identified by Raman

measurements as HDA (H) and LDA (L), respectively. The123-K sample shown

transformed several times quicker than the usual samples at this temperature. The broken

line shows the ice separated by a crack. The temperature (or time) at which HDA starts to

change triggers the whole transformation, and varies between experiments; however, it

can become roughly constant; for example, it occurs at 115 ^ , 0.5 K in well-annealed

HDA in a roughly one-hour timescale.
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to-LDA ‘over-depressurization’ and a narrow pressure hysteresis in
the reversible transformation of the two phases7,8.

Taken together, our findings strongly argue for the HDA–LDA
transformation being a first-order phase transformation. Structur-
ally, HDA and LDA resemble24–27 high-density liquid water (HDL)
and low-density liquid water (LDL), respectively, and the present
results thus also support the liquid–liquid critical-point theory,
which holds that HDL and LDL transform into each other through a
discontinuous, first-order process. Finally, we note that a clear
polyamorphic phase separation has already been observed in the
Al2O3–Y2O3 system28,29, and may be seen in other network-forming
amorphous materials30,31. A
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The circulation of water masses in the northeastern North
Atlantic Ocean has a strong influence on global climate owing
to the northward transport of warm subtropical water to high
latitudes1. But the ocean circulation at depths below the reach of
satellite observations is difficult to measure, and only recently
have comprehensive, direct observations of whole ocean basins
been possible2–4. Here we present quantitative maps of the
absolute velocities at two levels in the northeastern North
Atlantic as obtained from acoustically tracked floats. We find
that most of the mean flow transported northward by the Gulf
Stream system at the thermocline level (about 600 m depth)
remains within the subpolar region, and only relatively little
enters the Rockall trough or the Nordic seas. Contrary to
previous work5,6, our data indicate that warm, saline water
from the Mediterranean Sea reaches the high latitudes through
a combination of narrow slope currents and mixing processes. At
both depths under investigation, currents cross the Mid-Atlantic
Ridge preferentially over deep gaps in the ridge, demonstrating
that sea-floor topography can constrain even upper-ocean circu-
lation patterns.

Warm, subtropical waters are transported to the northern North
Atlantic Ocean, mainly by the Gulf Stream and its poleward
extension, the North Atlantic Current (NAC), where they are cooled
and transformed into the intermediate and deep water masses that
spread throughout the global ocean1. The pathways and speeds of
the currents in this region directly affect the magnitude of this
thermohaline circulation, but our ability to accurately measure
them has suffered from a lack of widespread direct velocity obser-
vations. As part of a large international effort to directly observe the
circulation throughout this region using floats2, several research
groups from the USA, the UK, Germany and France recently
collaborated in a major initiative to measure the absolute velocity
at two levels in the northeastern North Atlantic using acoustically
tracked subsurface floats2,7–9 (Fig. 1). Here we present a quantitative
view of the mid-depth circulation in this region and highlight some
unexpected results.

Figure 2 shows the mean potential temperature (v) distribution at
the two float levels from historical data10, and sets the hydrographic
context for the velocity observations. At the upper level, the warm
subtropical thermocline waters spread northward mainly in the
northeastern North Atlantic. Two sources for this warm water have
been proposed5,6,11: the warm, salty Mediterranean Water in the
southeast (v . 10 8C) that enters the North Atlantic through the
Strait of Gibraltar, and the water transported by the Gulf Stream and
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