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1. Introduction

The use of electron energy-loss spectroscopy (EELS) to deter-
mine the valence of an atom occupying a particular crystal lattice
site was demonstrated by Tafte and Krivanek in the early 1980s [1].
Pioneering developments in instrumentation for EELS and energy-
loss imaging and the design and implementation of a post-column
imaging filter are described in papers by Ondrej Krivanek and co-
workers in the early 1990s [2,3], with the stated aim of fast imag-
ing and elemental mapping in scanning transmission electron mi-
croscopy (STEM) mode. This led to a number of milestones and
ideas relating to EELS and elemental mapping in which Ondrej Kri-
vanek played a pivotal role. These include an exploration of spa-
tial resolution in energy-filtered transmission electron microscopy
(EFTEM) elemental maps [4]; the spectroscopic imaging of a single
atom within a bulk solid using STEM [5]; an exploration of annu-
lar dark-field (ADF) imaging and EELS at low primary energies [6];
and atom-by-atom structural and chemical (elemental) analysis us-
ing ADF imaging [7].

This pioneering work, together with the development of
aberration-corrected electron microscopy, another area to which
Ondrej Krivanek has made major contributions, has led to elemen-
tal mapping at the atomic scale becoming a widely used tech-
nique. Elemental mapping in two dimensions at atomic resolu-
tion in STEM, using EELS based on inner-shell ionization, was first
demonstrated in 2007 [8,9] and rapidly evolved as a useful tool -
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see for example [10-14]| where, in particular, Ref. [13] is a com-
prehensive review of atomic-resolution core-level spectroscopy in
STEM. The rest of this review will focus on elemental mapping in
two dimensions and, in particular on understanding the physics
behind such maps via simulation. For more general discussion of
STEM EELS the reader is referred to Refs. [15,16].

Unless the detector collection angle is very large, EELS is a
partially-coherent imaging mode - by which we mean that it de-
pends not only on the probe intensity distribution but also on
its phase - and this may hinder a simple direct interpretation of
the elemental maps. In STEM EELS we integrate up over a suit-
able energy-loss window to form an elemental map. In Fig. 1(a)
we show a Z-contrast image of Bips5SrgsMnO3 oriented along the
(001) direction, extracted from one of the seminal STEM EELS pa-
pers [8]. Columns containing Bi and Sr atoms are clearly evident, as
are columns containing both Mn and O atoms. Since the Z-contrast
signal scales roughly as 72, the pure O columns are not evident
in the image. However, the O columns can be seen by integrat-
ing the signal obtained for the O K-edge in an EELS spectrometer
over an energy window of 30 eV above the ionization threshold,
as can be seen in Fig. 1(b), also extracted from Ref. [8]. The data
in Fig. 1 were acquired using the VG HB501 scanning transmission
electron microscope at the SuperSTEM facility in the UK, a system
fitted with a Nion spherical aberration corrector.

As an alternative to STEM EELS one can use energy-dispersive
X-ray (EDX) analysis, detecting the X-rays which are emitted sub-
sequent to ionization as the STEM probe is scanned across the
specimen. Since EDX elemental mapping is an incoherent mode
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Fig. 1. Comparison between experiments (the tilted images) and simulations of
Big5Sro5MnO; oriented along the [001] zone axis. (a) Z-contrast, (b) the O K-edge
EELS elemental map. The atomic structure is indicated. The EELS elemental map
was generated by integrating the EELS spectra over a 30 eV window above the
ionization threshold. The simulations assume a 330 A thick sample. Experimental
details are given in Ref. [8].

of imaging, image interpretation may be expected to be simpler
than for EELS. In STEM EDX we are detecting X-rays generated
when holes are filled post ionization and all possible kinematics
associated with ionization are sampled, since there is no detector
aperture as in EELS to exclude electrons inelastically scattered to
larger angles. Therefore, the cross section for EDX is proportional
to that for an EELS detector spanning the whole solid angle and in-
tegrated up over all possible energy losses. Furthermore, the larger
effective energy window in EDX, relative to the smaller window
usual in EELS, leads to an increased localization of the signal in
an EDX elemental map. Thus EDX imaging is more reminiscent of
the widely used technique of ADF or Z-contrast imaging, but with
the advantage that elemental information is directly available for
a range of different elements and X-ray peaks. A further advan-
tage of EDX mapping relative to EELS is the accessibility of higher

energy-loss peaks and their associated increased localization. The
first two-dimensional atomic resolution elemental maps based on
EDX were published as recently as 2010 [17,18] and considerable
improvements in the quality of such data followed rapidly [19],
although signal-to-noise ratios are generally lower than for EELS.
Quantification in STEM EDX has recently been addressed [20-23].

Elemental maps displaying features at atomic scale can also be
obtained in conventional transmission electron microscopy (CTEM)
in EFTEM mode, see for example Ref. [24], and in later work the
advent of chromatic aberration correction facilitates this greatly
[25,26]. However, quantum mechanical calculations from first prin-
ciples need to be done in tandem with the experiments to under-
stand the physical information encoded in the images; in particu-
lar this need is due to the preservation of elastic contrast. Ways of
ameliorating the preservation of elastic contrast have recently been
proposed [27].

Understanding the effects of the channelling and thermal dif-
fuse scattering of the probing electrons on elemental maps is key
to their correct interpretation, particularly for crystalline speci-
mens. For example, it may be tempting to assume that a STEM
probe, when positioned above a particular column of atoms in a
specimen, interacts only with that column and, furthermore, in a
uniform way with all atoms in the column. This is only reason-
able in the limit of a thin specimen, with the probe focused on
or near the entrance surface. It is not generally appreciated that,
for elemental maps based on less tightly bound atomic orbitals,
the ionization interaction can be quite delocalized and that ion-
ization may occur even when the probe intensity on a particular
atom is small [28,29]. In loose terms, the atom reaches out to the
probe. Furthermore, thermal diffuse scattering can lead the unwary
to interpret an elemental map as either suggesting too few [8] or
too many [30] atoms of a particular species in an atomic column.
Atomic scale elemental maps are not necessarily atomic resolution
maps in the sense that they directly and quantitatively map where
the atoms are and what they are. Therefore, simulations are an es-
sential part of confidently making correct interpretations of ele-
mental maps. In the next section we will discuss the theoretical
framework for such simulations.

2. Inner-shell ionization in the quantum excitation of phonons
model

A general scheme to calculate elemental maps is provided by
working within the context of the quantum excitation of phonons
(QEP) model [31,32]. An important feature of the QEP model is that
signals based on ionization arising from both elastically and ther-
mally scattered electrons can be calculated separately and this can
yield important physical insights.

The fraction of the incident electrons that are involved in ion-
ization events associated with a particular edge may be expressed
in the form [31,33]:

F(P)= % Z// Wi (P.r, Z)W(r, v, ) Yo j(P, ¥, z))drdr'. (1)
Bt

The functional dependence denoted by P in Eq. (1) represents the
probe position R on the surface of the specimen in STEM and in
CTEM it could represent the tilt of the incident beam specified by
the tangential component of the wave vector of the incident elec-
trons Ky The speed v = hkg/m, with ky the wave number of the
incoming electron and m its mass. The summation over i is over
slices in the specimen and that over j refers to different possible
atomic configurations “seen” by the incident electron in the QEP
model. The “auxilliary functions” ¥ (P, r, z;) associated with the
probing electron, and where the co-ordinate r refers to a plane
perpendicular to the optical axis, are calculated for the particu-
lar atomic configuration labelled by j. The nonlocal potentials in
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Eq. (1) are given by

W e, 2) =250 5 Hi (. 2. 2) [ @ g, (2)

120 n D
where we have dropped the subscript j. This is done since the
transition potentials H, (r, z;) for ionization extend over a substan-
tially larger range than the scale of atomic thermal motion and it
is a good approximation to use transition potentials at the equi-
librium positions of the atoms and modify only the v ;(R, r, z)
in Eq. (1) for the different configurations. The transition potentials
Hyo(r, z;) in Eq. (2) for a transition of the specimen (atom being
ionized) from an initial state labelled O to a final a state labelled
by n (corresponding to an unbound electron), are given in three
dimensions by

e? 1
Hpo(x) = m/u;(x/)muo(x/)dx/ ) (3)

where u,(x) and ug(x) are the initial and final state wave func-
tions and x is a vector in three dimensions. The summation over
n is over all pertinent final states. In Eq. (2) k, is the wave num-
ber of the inelastically scattered electrons after such a transition.
The prefactor in Eq. (3) contains the magnitude of the charge on
an electron e and the permittivity of free space €q. It is assumed
that the inelastic transition effectively occurs in vacuum but this
can be generalized, if needed, by incorporating a suitable dielectric
function in Eq. (3). The projected transition potentials Hyo(r, z;) in
Eq. (2) are then obtained as follows [34-36]:

Hpo(r, z) = /Hno(x)f?z”i(k°”‘”)zdz. (4)

In Eq. (4) it is implicitly assumed that the inelastic transition is
localized at a particular depth z; in the crystal, a reasonable as-
sumption for inner-shell ionization because the core electrons are
tightly bound [37,38]. Then the range of the z integration along the
optical axis about the depth z; need only extend over a finite range.
The projected inelastic transition potential H,q describes an inelas-
tic transition, via a Coulomb interaction, at the depth z; from an
initial state of the specimen labelled O to a final state labelled n,
and its modulus squared gives the probability of that transition oc-
curring [35].

The integration in Eq. (2) is over an area in the diffraction plane
defined by the EELS detector and in the case of simulating STEM
EDX all energy-loss electrons may lead to the emission of an X-
ray and the integration is over the whole diffraction plane. If the
integration area D is sufficiently large (always the case for EDX)
then the exponential term effectively becomes a delta function,
8(r—r’), and we can make the approximation that

W(r,r,z)~W(,r,z)8( 1)

2mm 1 )
ZTZEWnO(I',Zi)FzS(I‘fr)
n#0
=2V(r,z)8(x—-r), (5)

where W(r, 1, z;) are the diagonal terms in Eq. (2) (anticipating
integration up over the delta function) and the factor of two in the
last line has been inserted for consistency with the conventional
definition of the local effective scattering potential V(r, z;).

With the approximation in Eq. (5), Eq. (1) reduces to

FR) =5 [ 10 P2V (rzidr (6)
Ji

This generic form has been derived previously, see for example
Refs. [39-41] and the case where all energy-loss electrons are de-
tected has been discussed in Ref. [42]. The fraction of electrons
involved in ionization events now depends only on the probe in-
tensity weighted by a local potential describing the inelastic scat-
tering. Then only the diagonal terms lll‘a‘,j(P, r,z) Vo j(P,1.2;) =

[, (P, T, z)|? in Eq. (1) contribute and the measurement is no
longer sensitive to the relative phase of the probe at different spa-
tial points. Put another way: if the detector is sufficiently large
then all the inelastic intensity for the class of inelastic interac-
tion we are considering falls inside the detector and the phase of
Yo, (P, 1, z;) ceases to affect the inelastic signal. The signal has
become incoherent, which is the case for STEM EELS only if the
detector aperture is large and is always the case for STEM EDX for,
as pointed out in Section 1.

Now let us consider the simulation of an EFTEM image. If we
ionize an atom « which is at a depth z; in the specimen, then we
may write the “wave function” of the incident electron after in-
elastic scattering as [34,35]

m
Yan i z) = mHa,nO(rs z)Yo (1, 2) | (7)

where v ;(r, z;) is the auxilliary function for the probing electron
at the depth z, i.e. the quantity in Eq. (1) with the parameter P
suppressed, and Hy, (T, z;) is the projected transition potential in
Eq. (4) labelled to show it is associated with the ionization of atom
o. The EFTEM image is then calculated as

1) =Y [Yanj@t) @T@]?, (8)

o,n,j

where ¥y , i(r, t) is the wave function in Eq. (7) transmitted to
the exit surface of the specimen of thickness t and is convolved
with the transfer function T(r) of the objective lens. In other words,
the imaging is built up incoherently by considering the contribu-
tion from all possible final states n for each atom « pertinent to
the edge under consideration and then summing over a suitable
set of nuclear configurations in the QEP model.

3. Simulation for elemental mapping using STEM EELS

We will now discuss some issues which show the essential na-
ture of simulation in understanding and reliably interpreting el-
emental maps obtained using STEM EELS. Elemental maps taken
using the Mn L-edge down two different zone axes, on the same
specimen as in Fig. 1, are shown in Fig. 2. Down the [001] zone
axis, shown in Fig. 2(a), the signal has a maximum centered on the
Mn/O columns. However, in Fig. 2(b), for the [111] zone axis, the
Mn signal is smallest on the Bi/Sr/Mn columns, the only columns
containing Mn atoms. The greyscale images, plotting minimum to
maximum as black to white, obscure the relatively low contrast
variation which is more obvious in the experimental data than the
simulated data. The dip at the Bi/Sr/Mn columns is a consequence
of the strong thermal scattering of the probe away from the col-
umn and the stronger signal between these columns is a conse-
quence of probe spreading towards the Mn-containing columns.
The brighter ring about the Bi/Sr/Mn columns indicates the range
of significant interaction with the delocalized ionization potential.

So, in Fig. 2, we have encountered our first example of where
the unwary might give a wrong interpretation to an EELS elemen-
tal map and simulations have revealed the physics behind this
“surprise”. A more subtle manifestation of thermal diffuse scat-
tering, leading to an apparent contrast reversal, was encountered
in EELS elemental mapping of Si down the [110] zone axis using
the L-shell to generate atomic-scale 2D elemental maps using elec-
trons from different regions of the Si core-loss spectrum within
the L-edge [43]. Elemental maps constructed using energy win-
dows close to the edge (143-163 eV) and substantially above the
edge (280-300 eV) showed a reversal of contrast so that, for the
lower energy-loss window, maxima occurred between the atomic
columns. Simulation showed that this unexpected result arose be-
cause probe spreading from an open channel ultimately allows for
more interaction with the delocalized transition potentials of more
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Fig. 2. Comparison between experiments (tilted images) and simulations of
Big5Sro5Mn0O; oriented down the (a) [001] zone axis and (b) [111] zone axis for
the Mn L, ;-edge EELS elemental map. The atomic structure is indicated. The ele-
mental maps were generated by integrating the EELS spectra over a 30 eV window
above the ionization threshold. The simulations assume a 330 A sample in (a) and
a 400 A thick sample in (b). Experimental details are given in Ref. [8].

Si atoms than when the probe is placed upon a column and scat-
tered away due to thermal scattering. For the window further from
the edge the effective interaction is more localized and a contrast
reversal does not occur.

However it would be wrong to assume that thermal diffuse
scattering always leads to a decrease in the signal when the probe
is on a column. Forbes et al. [30] reported elemental maps for O in
SrTiO3 down the [001] zone axis where, when the STEM probe was
above the columns containing both Ti and O, more signal was ob-
tained than for those containing only O despite the linear density
of O atoms in both types of columns being the same. This is con-
sistent with the results of a contemporary study by Dudeck et al.
[44]. It is indeed thermal diffuse scatteirng that was responsible
for these curious results and contribution from thermally scattered

Fig. 3. (a) A STEM EDX elemental map of (001) SrTiO; monitoring the O K,-line
for a single scan (raw data). In (b) the result of applying a 5 x 5 pixel moving-
average square window to the original data is shown. The projected structure is
indicated. The positions of Ti/O columns are indicated by the red and smaller inset
yellow circles, O columns by small yellow circles and the larger green circle indi-
cates the position of an Sr column. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

electrons was also the explanation for the same effect observed in
a STEM EDX map. We will discuss this phenomenon further in the
next section.

As an application of elemental mapping, simulation in tandem
with 2D atomic-resolution elemental maps for a catalytic Ce-Zr
mixed oxide nanocrystal have shown that in a specimen showing
enhanced redox performance, obtained after redox-cycling treat-
ments, local compositional deviations at the atomic scale are
present [12]. These results were at variance with a previously pro-
posed “ideal pyrochlore structure” for the material. We also note
that the possibility of quantitative, absolute scale elemental map-
ping using STEM EELS has been explored in some detail [45]. And,
lastly, we point out that, if the structure is reliably determined via
elemental mapping then the effects of channelling and thermal dif-
fuse scattering can be removed from EELS fine structure so that
bonding effects may be examined without these complicating the
picture [46,47].

4. Simulation for elemental mapping using STEM EDX

Experimental elemental maps based on EDX bear out the the-
sis that such maps are likely to be more directly interpretable [19].
However behaviour which may seem anomalous at first sight can
occur. Consider the elemental map shown in Fig. 3 [30], obtained
using an accelerating voltage of 200 kV and a probe-forming con-
vergence semi-angle of 23 mrad. The specimen thickness was ap-
proximately 700 A. A map for a single two-dimensional scan based
on the O K-edge is shown in Fig. Fig. 4(a), whereas a filtered aver-
age using a 5x 5 pixel moving-average square window is shown in
Fig. 3(b). An enhancement of the signal on the Ti/O columns rel-
ative to the pure O columns is evident. The signal from thermally
scattered electrons (those which have already excited a phonon,
perhaps multiple times) is key to understanding the enhancement
of the signal seen in the experimental data when the probe is on
the column containing the heavier Ti atoms. Using the QEP model
[31], it was possible to show that this is due to ionization by the
thermally scattered electrons of O atoms surrounding the column
(and quite far from it in some cases), as can be seen in the simula-
tions in Fig. 4 [30,33]. The substantial contribution when the probe
is on the Ti/O column from thermally scattered electrons seen in
Fig. 4(b), when added to the elastic signal in Fig. 4(a), yields more
signal on the Ti/O column than on the pure O columns. Note that
if one considers the elastic contribution in Fig. 4(a) then the signal
on the Ti/O column is less than that on pure O columns since ther-
mal diffuse scattering means that the probe is scattered away from
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Fig. 4. Simulated contributions to an EDX elemental map using the signal in the O
K-edge in (001) SrTiO; across a unit cell (a) due to ionization by elastically scat-
tered electrons and (b) due to ionization by thermally scattered electrons. The pro-
jected structure is indicated: Sr columns green circles, visible O columns yellow
circles and the arrow indicates the position of the Ti/O column. Parameters used:
accelerating voltage 200 kV, probe-forming convergence semi-angle 23 mrad and
specimen thickness 700 A. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

the column more in the Ti/O case than in the O case. However the
electrons scattered away from the Ti/O column ionize O atoms in
surrounding columns leading to an enhanced signal. Simulations
are needed to gain this insight.

Fig. 5(a) shows a selected area from a composite STEM EDX
map of the epitaxial (001) SrTiO3-PbTiO3 interface recorded along
the (100) direction [19,48]. The Pb map was constructed from the
addition of the Pb My 5 and L, 3 elemental maps. The Sr elemen-
tal map was constructed from K-shell ionizations. The probe con-
vergence semi-angle was 21.5 mrad, a probe size of approximately
14 A, and with a current of 67 pA. The data presented is raw data
obtained by only extracting the intensities of the characteristic ab-
sorption edges of the elements. The complete elemental map is
200 x 200 pixels and the total mapping time was approximately
300 s. The positions of the Sr and Pb atomic columns can be vi-
sualized in the map shown in Fig. 5(a). The Ti sublattice is contin-
uous across the interface [19,48] and the Sr and Pb sublattices do
not show an atomically abrupt termination at the interface, with
some intermixing evident. In the first instance, this could be ex-
pected due to probe spreading and signal from thermally scattered
electrons. Simulations were made with the assumption of an atom-
ically sharp interface and are shown inlaid on Fig. 5(a). The finite
size of the source was simulated by convolving the calculated map
with a Gaussian with a FWHM of 1.2 A. Line traces across the sim-
ulations are shown in Fig. 5(b). The specimen was assumed to be

500 A thick. The simulations suggest that the interface is not atom-
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Fig. 5. (a) Atomic resolution EDX map of a SrTiO3;/PbTiO; interface (Sr and Pb sig-
nals are shown). Microscope imaging parameters are given in the text. Inlaid are
simulated maps for Sr and Pb, assuming an atomically abrupt interface. (b) Line

traces through the simulations inlaid in (a) along the columns and across the inter-
face.

ically abrupt everywhere, since the experiment shows more mixing
than is indicated by the simulation, and this cannot be accounted
for by probe spreading or thermal diffuse scattering.

We next discuss what is needed to achieve quantitative ele-
mental mapping using atomic resolution X-ray spectroscopy. The
agreement between the theory described in Section 2 and exper-
iment was carefully explored in Ref. [20] and, putting the experi-
ment on an absolute scale by matching it to the simulations, close
agreement was found. The issue of putting STEM EDX elemental
maps on an absolute scale has recently been investigated [21-23].
Measured X-ray counts and EDX simulations are put on the same
absolute scale using the following expression:

Q
N(R) = incTF(R) w( o )Deff :

(9)

The following factors in this equation are measurable experimen-
tally:

¢ N(R), the number of X-ray counts for a particular peak at probe
position R.

o [, the incident beam current.

o T, the live dwell time at each probe position.

« w, the fluorescence yield for the peak under consideration.

o Q/4m, the effective fraction of the whole solid angle covered by
the detector.

e D.g, the efficiency of the X-ray detector for the peak under con-
sideration.

A single term remains:

L]

(R), the fraction of incident electrons resulting in ionization for
a given probe position, given by Eq. (6).
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Fig. 6. Absolute-scale comparison of 2D experimental (left) and simulated (right) STEM EDX maps for a 176 A (17.6 nm) specimen of SrTiOs. The accelerating voltage is
200 keV and the probe-forming convergence angle is 19.5 mrad. Incoherence due to effective source size is modelled using a Gaussian with 1.05 A full-width-half-maximum.
Line profiles are the intensity averaged across a 1.6 A wide strip, such as that indicated by the white rectangle for Sr K - the smoother (red line) is the simulation and the
blue line is the experimental scan. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

We can take into account absorption of X-rays in the specimen
by generalizing Eq. (6) as follows:

FR =23 [ 1o, Ror 20 PV (. 2)Xas 2)dr (10)
Ji

where X,,5(z;) is the fraction of generated X-rays that escape the
specimen from the slice at depth z; - see Ref. [21] for more details.

The structure of the specimen is implicit in F(R) in a nontrivial
way, channeling and thermal scattering of the incident electrons
playing a pivotal role in determining the |/ ;(R, T, z;)|?. Therefore
a structure must be assumed and F(R) calculated and the struc-
ture refined, if necessary, until agreement is achieved between the
structure and experiment. The quantity F(R) must be determined
through simulations and consistency found between theory and
experiment, as shown in Fig. 6 [21]. There is no way around this
if channeling and thermal diffuse scattering are significant effects,
which they often are.

5. Simulation for elemental mapping using EFTEM

We can also obtain elemental maps displaying features at
atomic scale using EFTEM, as done for example in Ref. [24]| Chro-
matic aberration correction has made EFTEM more feasible [25,26].
Nevertheless, first-principles quantum mechanical calculations are
needed to understand the physical information encoded in the im-
ages, in particular due to the effects of preservation of elastic con-
trast [25,26]. Ways of ameliorating preservation of elastic contrast
have recently been proposed by Brown et al. [27].

The first achromatic elemental mapping at atomic resolution
was demonstrated by Urban and co-workers [25]. Newly developed
achromatic electron optics allowed the use of wide energy win-
dows and facilitated EFTEM at the atomic scale. Elemental maps
were formed using electrons that had undergone a Si L, 3-shell en-
ergy loss, exhibiting a resolution in EFTEM of 1.35 A. Quantum me-
chanical calculations from first principles were done to understand
the physical information encoded in the images.

The effect that the post-ionization elastic channelling has on an
EFTEM image can be seen in the simulated thickness-defocus se-
ries of EFTEM images in Fig. 7 [25]. The series was calculated for
thicknesses between 50 and 400 A and defocus values ranging be-
tween 0 and +100 A (overfocus). It was seen that the EFTEM im-
ages appear qualitatively similar at varying specimen depths, with
the intensity varying with thickness due to the channelling of the
incident electron probe. The lattice contrast is most visible be-
tween defocus values of 30 to 50 A.

A further exploration of the possibilities of atomic resolution
EFTEM [26] showed qualitative agreement between experiment
and simulation for EFTEM images of the Ti-L, 3 and O K-edges
for a specimen of SrTiO3 oriented down the [110] zone axis. It
was shown that the energy-filtered images of the Ti-L, 3 and O K-
edges are lattice images and that the background-subtracted core-
loss maps were not directly interpretable elemental maps. Simula-
tions showed that this was a result of preservation of elastic con-
trast, whereby the qualitative details of the image were determined
primarily by elastic, coherent scattering. This effect places a con-
straint on the range of specimen thicknesses which yield directly
interpretable elemental maps. In general, interpretation of EFTEM
images is ideally accompanied by detailed simulations.

(2017), http://dx.doi.org/10.1016/j.ultramic.2017.03.001
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Fig. 7. Simulated thickness-defocus series of EFTEM images for the Si L, 3-edge. An objective lens with a (negative) Cs of —8.27 um, an objective aperture of 2 A" and
varying defocus has been used. Each image has been normalized to the maximum value for a given thickness for visualization purposes.

6. Numerical modelling of elemental maps

The software package wSTEM [33,49] is capable of modelling
elemental mapping using STEM EELS and EDX analysis based on
inner-shell ionization.

It has been shown in Section 2 that the fractional intensity in
STEM EELS can only be calculated using the local expression for
the fractional intensity if most of the detector aperture is large
enough that most of the inelastically scattered electrons are de-
tected. Indeed, exact calculations using the more general “nonlo-
cal” formulation in Section 2 have been used when exploring sub-
tle effects which arise when the acceptance angle of an energy-
loss spectrometer is comparable to the angle of the aperture used
to form a scanning probe, such as the “volcanos” shown in, for ex-
ample, Refs. [8,50,51]. Such calculations carry substantial computa-
tional overheads, so in wSTEM we proceed using an approximate
approach, as described in the remainder of this paragraph. We ini-
tially assume that the EELS detector covers the whole solid angle,
because this makes it possible to compactly parametrize scattering
factors for a wide range of pertinent inner-shell ionization edges
as a function of the magnitude of the momentum transfer and en-
ergy loss, so that the local potential in Eq. (6) can be rapidly cal-
culated. Zhu et al [52]. recently proposed correcting experimental
images for this sort of discrepancy by dividing the experimental
maps by a normalized “incoherent bright field” image, the image
formed with the same detector collection angle as the EELS im-
age but integrated over the full energy range, elastic and thermal
scattering included. We, instead, multiply the simulated EELS map,
assuming a detector covering the whole solid angle, by a simulated
incoherent bright field image assuming a detector with collection
angle equal to that in the experiment (and expressed as a fraction
of the incident intensity). In the quantum excitation of phonons
model both elastic and thermally scattered electrons are included
in the correction (other inelastic processes are a small contribu-
tion). In the absorptive model only elastically scattered electrons
are included. The corrected map is automatically generated by the
code.

EDX maps are calculated by integrating the EELS cross section
over all possible energies above the ionization threshold and no
correction is necessary for scattering outside a detector aperture,
as in the case of EELS, since all ionization kinematics can lead to
the production of an X-ray. The X-ray signal is assumed to be pro-
portional to the energy-loss signal calculated in this way since the
emission of X-rays, resulting from the filling of holes subsequent to
ionization events, occurs isotropically for all possible energy losses
and kinematics.

The uSTEM package is capable not only of simulating elemental
maps for perfect crystals but also for more interesting cases such
as grain boundaries [53]. It is also possible to check for the ef-
fects of surface reconstructions or amorphous surface layers. For
the bulk specimens, such as those considered here, these are gen-
erally small effects but will become more important in the quest
for better quantification.

7. Summary and conclusions

We have reviewed progress in the simulation of elemental map-
ping at the atomic scale based on the inelastic scattering of elec-
trons due to ionization. The crucial importance of theory and simu-
lation in interpreting and quantifying results has been highlighted.
The software package wSTEM, capable of simulating STEM EELS
and STEM EDX images has been discussed.
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