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a b s t r a c t 

In many materials systems, electron beam effects may substantially alter and destroy the structure of in- 

terest during observation. This is often true for the surface structures of catalytic nanoparticles where the 

functionality is associated with thin surface layers which are easily destroyed. The potential application 

of using aloof beam electron energy-loss spectroscopy as a non-destructive nanoscale surface characteri- 

zation tool is discussed. Recent developments in monochromators make vibration and valence loss EELS 

possible in the electron microscope. The delocalization associated with these signals allows spectra to be 

acquired when the electron beam is position 2 nm or more away from the particle surface. This elimi- 

nates knock-on damage and significantly reduces ionization damage. Theoretical and experimental results 

are employed to explore the potential strengths and weaknesses of monochromated aloof beam EELS for 

surface analysis. The approach is most favored for surface layers on insulators because the bandgap low- 

ers the background for detection of the vibrational signal and bandgap states. Guided light modes and 

relativistic effects can complicate the interpretation of the spectra. The effects are suppressed at lower 

accelerating voltages and particle size especially for low refractive index materials. 

© 2017 Published by Elsevier B.V. 
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. Introduction 

Electron energy-loss spectroscopy (EELS) in the (scanning)

ransmission electron microscope (STEM/TEM) is a vital tool for

erforming high spatial resolution analysis of composition, bond-

ng and optical properties in materials. The development of aber-

ation correction has pushed the spatial resolution of STEM to be-

ow 1 Å allowing composition and electronic structure to be probed

own to the atomic level at interfaces, grain boundaries as well as

xploring variations present in nanoparticles. In parallel with these

mprovements in spatial resolution, spectral energy resolution has

lso improved revealing finer detail in electronic structure. How-

ver, for many applications, electron beam effects substantially al-

er the structure during observation. This is often true for the sur-

ace structures of catalytic nanoparticles where the functionality

s associated with thin surface layers which are easily destroyed.

hese surface structures form only under reaction conditions and

ie at the heart of our attempts to understand structure-function

elations. To observe and characterize these structures in the TEM,

n situ observations at elevated temperatures and pressures may

e necessary using techniques such as environmental TEM (ETEM)

1–3] . It would be ideal to develop non-destructive nanoscale spec-

roscopic tools which could be performed under operando condi-
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ions. Optical vibrational spectroscopy is often employed to iden-

ify surface adsorbates on catalyst surfaces. Indeed, the first use of

he term “operando ” was coined for in situ Raman spectroscopy of

atalysts in their working states [4] . It may now be possible to ob-

ain similar information from the TEM using aloof beam vibrational

nd valence loss EELS. Ondrej Krivanek and others have played a

ey role in the instrumentation improvements which enable the

anoparticle surface analysis question to now be seriously consid-

red. The first few sections of this paper describe some of the his-

orical developments leading to high energy resolution valence and

ibrational EELS in the STEM including the critical role that On-

rej played. Sections 5 –8 of this manuscript consider some of the

undamental questions associated with using aloof beam EELS to

erform nondestructive probing of nanoparticle surfaces. 

The early generation of dedicated STEMs, pioneered initially

y Crewe and then commercialized by VG Microscopes, used cold

eld emission electron guns (FEG) [5] . In addition to high bright-

ess allowing small intense probe formation, the cold FEG had

uch smaller energy spread than thermal electron sources offer-

ng the potential of energy resolutions approaching 250 meV. Al-

hough early spectrometers and electronic stability were limited,

nitial STEM EELS on nucleic acids demonstrated that high energy

esolution EELS contained a wealth of sample information [6,7] .

saacson published a series of papers in EELS and outlined the

alue of EELS for light element analysis [8] . 
eam EELS: A potential tool for nondestructive characterization of 
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Around the same time, a talented young student named Ondrej

Krivanek was finishing a Ph.D. at Cambridge under the mentorship

of Prof. Archie Howie. Ondrej had just published a series of impor-

tant papers on TEM image formation processes [9–11] . After Cam-

bridge he worked briefly at the University of Kyoto and obtained

the first atomic resolution images of grain boundaries in germa-

nium [12] . In 1978, he attended a workshop at Cornell and devel-

oped an interest in EELS. Ondrej’s long association with Arizona

State University (ASU) started a few years later in 1980 when he

took a faculty position as Associate Director of the NSF Facility on

High Resolution Electron Microscopy. His interest in spectroscopy

continued to grow and develop tackling, for example, topics such

as extended edge fine structure [13] . Ondrej was involved in many

aspects of running the microscope facility and organized a work-

shop entitled “Imaging and Microanalysis with High Spatial Res-

olution” held at Castle Hot Springs just outside Phoenix in 1982

[14] . He also chaired the first of the ASU Winter Schools in High

Resolution Electron Microscopy also in 1982. These schools have

run almost continuously every January for 35 years (I have inher-

ited the role as chair today). Ondrej designed his first spectrometer

while at Berkeley and continued this project when he moved to

ASU. Indeed, a critical publication, which does not appear in Web

of Science or Google Scholar, presented at an EMAG/Metals Soci-

ety meeting in Manchester, co-authored with the late Peter Swann

of Gatan, shows a prototype compact magnetic prism design [15] .

This spectrometer and its development ultimately resulted in On-

drej joining Gatan to commercialize this product and many other

spectroscopy and imaging tools. 

Ondrej’s effort s at Gat an made spectrometers widely available

and EELS became a common materials characterization tool in

TEM. He continued to develop and commercialize instrumentation

for EELS such as the use of photodiode arrays that allowed simul-

taneous measurement of 10 0 0 energy-loss channels in the spec-

trum [16] . This was followed by his development and commercial-

ization of the imaging filter in which additional electron optical

elements were added after the magnetic prism to allow energy-

filtered images or diffraction patterns to be acquired [17] . Ondrej

remained engaged in educational activities and initiated a series of

EELS schools at Gatan which continue to this day. At Lake Tahoe

in August of 1990, he initiated the first in a series of workshops

dealing with advanced developments in EELS and related areas.

These meetings, known by the name EDGE (Enhanced Data Gen-

erated by Electrons), are held every four years at different loca-

tions around the world bringing together a small group of experts

(in format similar to Gordon conferences) on novel developments,

directions and applications for EELS. Ondrej chaired the first meet-

ing and once again I inherited this task and served as scientific co-

chair (with Gianluigi Botton) for the 2013 EDGE meeting in Sainte

Maxime, France and will also co-chair (with Odile Stephan) the

2017 EDGE meeting in Okinawa, Japan. 

2. Improvements in instrumentation leading to high energy 

and spatial resolution 

Obtaining ultra-high energy resolution in the electron micro-

scope was a result of steady improvements in electron sources,

spectrometers and monochromators. Results from X-ray absorption

spectroscopy at synchrotrons had shown there was a wealth of

bonding information in the fine structure of ionization edges. It

was recognized that similar information could potentially be ob-

tained from STEM/TEM EELS, with high spatial resolution. The ini-

tial developments in this area came from groups working with

dedicated STEMs because these instruments were already equipped

with cold FEGs where the energy spread of the emitted electrons is

around 300 meV resulting from the Fowler Nordheim distribution

associated with the field emission process. Batson was the first to
Please cite this article as: P.A. Crozier, Vibrational and valence aloof b
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ake improvements to the system stability of a dedicated STEM

nd using a Wien filter spectrometer achieved a system resolution

f 250 meV [18] . Brydson and co-workers achieved 200 meV using

n in-house system and acquired spectra from 3d transition metal

xides with 500 meV resolution [19,20] . Ondrej followed shortly af-

er and demonstrated that his magnetic prism spectrometer cou-

led to a dedicated STEM could achieve resolutions of 300 meV al-

owing L 23 edges from a variety of transition metal oxides to be

cquired with energy resolution of 30 0–40 0 meV [21,22] . 

To obtain system resolutions much below 300 meV required

he electron distribution leaving the source to be energy filtered

sing so-called monochromators. The goal of monochromation is

o reduce the energy spread of electrons incident on the sam-

le without significantly impacting spatial resolution and main-

aining adequate electron beam current. Several TEM monochro-

ators were developed in the 90 s based on Wien filters and elec-

rostatic optical elements that resulted in resolutions of 100 meV

23–26] . These instruments were commercialized and once again

he L 23 edges of transition metal oxides were convenient test sam-

les to demonstrate improved energy resolution [27] . Resolutions

f around 100 meV are adequate to resolve features on inner-shell

onization edges where lifetime broadening gives intrinsic line

idths of around 200 meV or greater [28] . Monochromators also

pened up opportunities for exploring structures in the low-loss

art of the spectrum including bandgap determination and explo-

ation of plasmonic structures [29–36] . We employed monochro-

ated EELS to investigate the optical properties of carbonaceous

erosols for climate modelling. The higher energy resolution and

ow zero-loss peak tails associated with monochromators allowed

he complex refractive index to be determined across the entire

nergy range of interest to climate change from the near IR into

he UV [37,38] . 

. The Nion monochromator and Arizona State University 

The existing monochromator systems were able to reveal a

ealth of detail for core-loss EELS but were limited at energy-

osses below 0.5 eV because of the very large background asso-

iated with the tails on the zero-loss peak arising from the de-

ector modulation transfer function and the electron optics. This

ackground reduces the detection limits for weak features such as

tates within the bandgap of semiconductors and insulators and

s difficult to accurately model due to variations in zero-loss peak

hape during acquisition. Moreover, it was recognized that further

mprovements in both energy resolution and instrumental back-

round were required making detection of vibrational excitations

ossible with TEM EELS. 

Ondrej had developed ideas for a monochromated system based

n magnetic prisms in which electrons leaving the gun pass

hrough an energy selecting slit while travelling along an alpha

haped trajectory [39] . Although alpha filters had been explored

reviously [40] , the design proposed by Ondrej promised energy

esolution down to 10 meV in a dedicated STEM. About the same

ime, Arizona State University electron microscopy group, under

he leadership of Prof. Ray Carpenter, was lucky enough to se-

ure funding from the US National Science Foundation and Arizona

tate University to purchase our first aberration corrected STEM. It

as clear that the monochromator design proposed by Nion poten-

ially represented a very large advance in terms of performance. Of

ourse, there was no working prototype, all we had was the 2009

aper and assurances from Ondrej that he could make it work. On-

rej had an impressive track record on instrument developments

uch as the magnetic prism spectrometer, design, control and per-

ormance of imaging filters, as well as the aberration corrected

TEM that Nion had successfully launched. The ASU group decided

o order the first Nion monochromated STEM. In the original quote,
eam EELS: A potential tool for nondestructive characterization of 
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he target resolution was 30 meV, however, the preliminary results

rom the delivered instrument easily beat these specifications and

e routinely run at 15–20 meV with beam sizes on the order of

.5 nm or less [41] . 

. Vibrational EELS and bandgap states 

The excellent performance of the instrument motivated interest

n the possibility of performing vibrational EELS in the STEM. Cal-

ulations of optical phonon scattering cross sections showed that

heir magnitude was similar to inner-shell ionization cross sec-

ions suggesting that characteristic losses associated with optical

honons should be detectable if the instrumental background was

ow enough [42,43] . Dr. Jiangtao Zhu, a postdoctoral fellow in my

roup, was trying to extend our determination of optical proper-

ies of aerosols deep into the IR. In some of the organic aerosols,

e saw peaks at 30 0–40 0 meV that would be consistent with C 

–H

nd N 

–H vibrational excitations. Although these features were ab-

ent from graphitic aerosols, their appearance in the ambient or-

anic aerosols was not consistent and peaks were also observed at

00 meV raising concerns about their interpretation. Factors such

s radiation damage, instrumental artifacts and heterogeneity in

ample composition all introduced complexity to the spectral in-

erpretation. These results were presented at the 2013 Microscopy

nd Microanalysis conference in Indianapolis. In discussing the re-

ults with Ondrej, we decided that the best path forward was to

ave a collaboration between Nion, ASU and Rutgers to unambigu-

usly look for vibrational modes during the fall of 2013. 

Ondrej and the team from Nion made several trips to ASU to

elp in the hunt for phonons in the TEM. Vibrational signals from

ompounds containing hydrogen were initially considered to be

he easiest test cases because of the relatively high energy loss in-

olved i.e. 300–450 meV. After many long nights and many failures

ith a variety of hydrogen containing samples, the first unambigu-

us vibrational fingerprint was observed in hexagonal boron ni-

ride (BN), the longitudinal optical phonon at ∼170 meV [44] . For

hose of us in the EELS community, it was both fitting and amusing

hat the first detected phonons were in BN. For many years, hexag-

nal BN has been the definitive test sample for core-loss quantifi-

ation procedures and near-edge fine structure. At ASU we often

eferred to it as “boring nitride ” because we had seen the spec-

rum so many times. In hindsight, it was the perfect sample to

se because it has a large bandgap and low refractive index of 1.8

uppressing relativistic effects and minimized the background on

hich the phonon signal sits. It is well behaved under the elec-

ron beam showing minimal charging and radiation damage. We

ent on and successfully detected vibrational peaks in other low

efractive index materials such as the Si-O stretch mode in amor-

hous SiO 2 Stober spheres (see Fig. 1 ) and organics such as poly-

eric epoxy resin. Simultaneously, another group in Japan was also

ctively involved in pushing the resolution of monochromated sys-

ems. They achieved an energy resolution of 26 meV and observed

ibrational excitations at about 400 meV associated with the C 

–H

tretch modes in an ionic liquid [45] . Similar success has also been

chieved with beautiful work from Phil Batson and Maureen La-

os at Rutgers on surface phonon modes on MgO cubes [46] . More

ecent exciting work on optical and acoustic phonons has been

resented at the 2016 Microscopy and Microanalysis conference

n Columbus by Quentin Rammasse and the SuperSTEM group at

aresbury. 

The ability to locally detect electronic states within the bandgap

egion of the spectrum remains a considerable challenge in mate-

ials science. From an instrumental point of view, it is important

ot just to have high energy and spatial resolution but to have

ery low tails on the zero-loss peak so that weak features within

he bandgap become more visible. Using the Nion monochromated
Please cite this article as: P.A. Crozier, Vibrational and valence aloof b

nanoparticle surfaces, Ultramicroscopy (2017), http://dx.doi.org/10.1016
ystem we have recently detected the presence of bandgap states

ssociated with Pr solutes in CeO 2 [47] . Fig. 2 shows the back-

round subtracted experimental spectra from pure CeO 2 and Pr

oped CeO 2 with the latter showing an additional intensity plateau

ithin the bandgap region with an onset energy of approximately

.4 eV A relatively simple density of states approach was used to

nterpret the spectra allowing the approximate width and position

f the bandgap state to be determined and in this case the result

erived from monochromated EELS was in good agreement with

ptical methods. It is important to exercise some caution in the

nterpretation of spectral features within the bandgap. Effects such

s cavity modes and Cherenkov radiation may also give rise to ad-

itional intensity in this region which may obscure the intensity

ssociated with bandgap states (see Section 8 ). 

. Delocalization 

The BN phonon intensity remains significant even when the

lectron beam is positioned 100 nm outside the sample. Classical

nd quantum mechanical treatments have been given and some

f these are reviewed by Egerton [48] . The long range nature of

he electromagnetic interaction of the fast electron with the sam-

le has been treated by many authors and shows that, as the elec-

ron probe is scanned into the vacuum, the energy-loss signal falls

astest for high energy-losses and larger scattering angles. These

reatments are consistent with the experimental observations of

elocalization of vibrational EELS for the forward scattering case

lthough some of the surface modes observed by Lagos et al ap-

ear to be localized to within a few nanometers [46] . 

The exact extent of delocalization for phonon losses remains

 topic of ongoing theoretical and experimental research [49–52] .

here are different mechanisms for excitation of vibrational modes

ith fast electron beams. Dipole scattering, where the field associ-

ted with the fast electron polarizes the medium, is generally be-

ieved to be responsible for a substantial fraction of the vibrational

ntensity observed in spectra recorded in the forward scattering di-

ection. Classical dielectric theory is able to predict many of the ex-

erimentally observed spatial variations in the forwards scattered

ntensity for linescans into the vacuum and across Si/SiO 2 inter-

aces [53,54] . On the other hand, the atomic resolution high-angle

nnular dark-field imaging signal is associated with phonon scat-

ering from small impact parameter events [55] . One may consider

he vibrational signal to be composed of an intense low resolution

ontribution associated with low-angle scattering and a more lo-

alized component associated with higher-angle scattering. This is

imilar to the dipole and impact scattering regimes in low energy

ELS for detecting surface vibrational states discussed by Ibach and

thers [56] . 

Achieving high spatial resolution vibrational spectroscopy re-

ains an important goal for the electron microscopy community.

he spatial resolution associated with the low-angle vibrational

ELS is comparable with that obtained with near field optical

ethods which also report 10 s of nanometers spatial resolution

57–59] . For surface analysis of catalysts, these methods and tech-

iques, such as scanning tunneling microscopy (STM), provide a

owerful approach for determining surface layers and adsorbates

ith STM easily giving atomic resolution[1]. However, one advan-

age of TEM methods is that they can be applied to high surface

rea catalysts. Obtaining resolutions below 1 nm for vibrational

ELS would be a major accomplishment. Theoretical calculations

uggest that atomic resolution vibrational spectroscopy should be

ossible [49,51] and recent experimental work suggests a spatial

esolution of around 1 nm in BN for the high angle scattered part

f the vibrational signal [60] . In the meantime, a major advantage

f performing vibrational spectroscopy in the STEM is the ability

o correlate the spectroscopic signal with atomic resolution image
eam EELS: A potential tool for nondestructive characterization of 
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Fig. 1. a) Annular dark-field STEM image and b) vibrational EELS recorded at 100 kV from 200 nm amorphous SiO 2 Stober sphere, impact parameter b = 20 nm (indicated 

with star on image). The Si-O stretch mode is at 142 meV. 

Fig. 2. a) Valence loss EELS recorded at 60 kV from CeO 2 and Ce 0.9 Pr 0.1 O 2-x showing intensity within the bandgap associated with Pr 4f states. b) The density of states 

derived from the energy loss spectrum showing the position of the Pr state (black) between the CeO 2 valence (dotted grey) and conduction band (red). Insert shows 

Ce 0.9 Pr 0.1 O 2-x powder after oxidation in air. (Courtesy Bowman et al [47] , with permission Elsevier). (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 
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signals as well as valence and core loss spectra. For example, we

have recently been able to correlate vibrational molecular finger-

prints with bandgap measurements in carbon nitrides [61] . 

6. Aloof beam EELS 

The delocalization of the forward scattered vibrational signal

permits spectra to be acquired when the electron probe is posi-

tioned outside the sample. The idea of performing electron energy-

loss spectroscopy with an electron beam that does not penetrate

or get reflected from the surface seems to date back to work by

Ballu and co-workers who were interested in surface plasmons on

Mo [62,63] . These experiments were performed with electron en-

ergies of around 20 0 0 eV and the authors applied an electric field

to the sample to generate parabolic “nontouching trajectories”. The

advantage of this approach was that the spectral interpretation was

simplified because the surface contribution was dominant. The first

example of this approach being employed in a STEM was a con-

ference paper on surface plasmons on Al spheres by Batson and

Treacy [64] . This was followed by a series of papers from Bat-

son et al on Al spheres and from Marks on MgO cubes [65–68] .

Cowley also published STEM EELS results from MgO surfaces and

interpreted the data in terms of channeling and transition radia-

tion [69,70] . An example of an early so-called aloof beam spec-

trum from Al spheres is shown in Fig. 3 . (The first use of the term

“aloof beam” to describe energy-loss spectra when the beam does
Please cite this article as: P.A. Crozier, Vibrational and valence aloof b

nanoparticle surfaces, Ultramicroscopy (2017), http://dx.doi.org/10.1016
ot pass through the sample dates to 1984 and work with 20 0 0 eV

lectrons [71] ). 

The character of the aloof beam spectrum can be understood in

erms of the dielectric function of the material and has been in-

estigated mostly using classical electrodynamic models. If the di-

lectric function is known, the full numerical simulations of energy

oss spectra can be performed for objects of arbitrary shape. An-

lytical expressions for non-relativistic and relativistic cases have

lso been derived for simple geometries such as planar interfaces

r spheres. The simplest geometry is the so-called infinite half

lane which assumes a flat interface between two materials with

n electron beam moving through one medium parallel to the in-

erface and a distance b from the interface. Relativistic and non-

elativistic treatments have been given for this problem, for ex-

mple [72–77] . If the medium through which the electron beam

s travelling is the vacuum, then the spectral intensity, S(E), at

nergy-loss, E, can be related to the complex dielectric function,

, impact parameter (the beam position from the sample surface)

, through the relationship 

 ( E ) ∝ K o 

(
2 ωb 

v 

)
Im 

[
−1 

( ε( E ) + 1 ) 

]
/ v 2 (1)

ith v the electron velocity, E = ̄h ω, h̄ = h/2 π with h the Planck

onstant, and K o is a zeroth order modified Bessel function. The

essel function contains the spatial dependence of the signal as the

eam is translated away from the surface with increasing impact
eam EELS: A potential tool for nondestructive characterization of 
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Fig. 3. Early example of aloof beam EELS from aluminum/alumina spheres. The po- 

sition of the electron probe with respect to the 10 nm Al particle is shown in the 

insert. Spectra marked B and C are recorded from the beam outside the sample. 

The bulk plasmon signal is completely absent from the aloof spectrum and several 

different surface modes show up. (From Batson, [66] with permission APS). 
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Fig. 4. Aloof beam vibrational EELS (blue) from g-CN x H y recorded at 60 kV. FTIR 

spectrum recorded from identical material and convolution of FTIR spectrum with 

response function correspond to energy resolution of EELS. (Courtesy Diane Haiber, 

Arizona State University). (For interpretation of the references to colour in this fig- 

ure legend, the reader is referred to the web version of this article.) 
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arameter, b, i.e. this is the delocalization term. Similar expressions

ave also been derived for other simple geometries such as spheres

nd cylinders [73–75,78–80] . In general, ε can also depend on mo-

entum transfer h̄q and the direction of the electric field but these

ther effects are often ignored. The infinite slab model seems to be

ualitatively useful but is not always appropriate. It strictly applies

nly when the thickness t of the truncated slab is much greater

han both the impact parameter b and v/ ω. Otherwise there may

e non-negligible contributions from the top and bottom surfaces

f the slab as well as from corner regions. The losses will proba-

ly in all cases show roughly an exponential decrease in amplitude

ith increasing impact parameter. 

Aloof beam EELS can allow materials analysis to be performed

ith significantly reduced electron beam damage which occurs

rimarily through knock-on or radiolysis processes [81] . When the

eam is positioned outside the sample, no strong interactions with

he nucleus occurs and the knock-on damage mechanism is shut

own. The situation for radiolysis is a little more complicated

ut Eq (1) suggests that the probability for transferring energy E

 = ̄h ω), decreases with increasing impact parameter (due to the

essel function dependence of b). The advantage of aloof beam

ELS for lowering radiation damage was first discussed by Walls

nd Howie [82] . With ultra-high energy resolution EELS, molecu-

ar motifs present in materials may be identified by comparison

ith IR spectroscopy libraries. Combining the aloof beam acqui-

ition mode with vibrational EELS provides a completely new ap-

roach for molecular characterization of radiation sensitive materi-

ls in the TEM. Rez and co-workers recently demonstrated the sim-

larity between the vibrational EELS and IR spectroscopy from gua-

ine with each showing characteristic peaks associated with C 

–O,

 

–H and C 

–H species [83] . 

We have also been exploiting this damage free approach to

hemical analysis for probing photocatalytic materials for water

plitting. Polymeric carbon nitrides (e.g. C x N y H z ) have recently at-

racted attention as a possible visible light water splitting system

84] . However, there is considerable variation in the structures and
Please cite this article as: P.A. Crozier, Vibrational and valence aloof b
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ompositions of these materials and it is not clear which form

as the highest catalytic activity. The hydrogen content is a crit-

cal question in these materials and we have used aloof beam

ELS to chemically probe the materials and also determine the

and gap [61] . Fig. 4 shows a typical vibrational EELS spectrum

ecorded in aloof mode from a carbon nitride. The spectrum shows

he presence of peaks at ∼165 and 184 meV associated with C 

–N

nd s-triazine ring modes, respectively, while the peak centered at

400 meV corresponds to N 

–H stretches. Fig. 4 also shows the cor-

esponding IR spectrum recorded from the same material. While

he energy resolution of the IR is much higher than vibrational

ELS, the STEM approach is able to probe local variations in the

hemistry. Also the ability to correlate local chemistry with local

andgap measurements provides a powerful combination for de-

eloping a fundamental understanding of structure-reactivity rela-

ions for these novel photocatalytic materials. 

Aloof beam EELS has also been able to detect and differenti-

te between hydroxide and hydrate species [53] . Fig. 5 shows an

loof beam spectrum from Ni(NO 3 ) ·6H 2 O, a typical hydrate. The

pectrum is plotted as a function of wavenumber and is compared

ith the infrared spectrum. The two spectra are very similar and

e were also able to show that in the vibrational EELS, H 2 O gives

ise to a broad peak at 430 meV whereas hydroxide gives a sharper

eak at 450 meV. 

. Aloof beam EELS and surface characterization 

The original motivation for developing aloof beam EELS was to

rovide an acquisition mode that was more suitable for exploring

he surface response of materials since the bulk spectral contri-

ution was excluded [62,63] . The ability to perform local molecu-

ar probing on nanoparticles surfaces to determine both composi-

ion and electronic structural information without radiation dam-

ge would be highly desirable to fields such as catalysis. Sensing

nd identifying adsorbates on the surface of nanoparticles is crit-

cal for developing structure-reactivity relations. In situ transmis-

ion electron microscopy and scanning probe microscopy may be

he only approaches that allow such interrogation to be carried

ut at the atomic level [1] . In general, surface atoms have lower

oordination than bulk atoms making bond scission more likely to

ead to structural and compositional surface changes. Moreover, in
eam EELS: A potential tool for nondestructive characterization of 
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Fig. 5. OH vibrational peak from Ni(NO 3 ) 2 ·6H 2 O. a) Raw EELS spectrum, b) back- 

ground subtracted and inverted EELS plotted against wavenumber c) IR spectrum 

showing same wavenumber range as (b) (Courtesy of Crozier et al, [53] – with per- 

mission Elsevier). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Geometry for electron passing a thin layer on surface of substrate, dielectric 

ε and a surface layer of thickness 2a and dielectric ε’. The impact parameter, b, is 

measured from the top of the surface layer. 
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the bulk, kinetic barriers may slow atom diffusion increasing the

probability that the bond may reform allowing the structure to re-

pair itself. On surfaces, upon bond scission, atoms may easily des-

orb into the gas phase leading to rapid changes in surface structure

and composition. Thus surfaces undergo radiation damage far more

rapidly than bulk structures. 

Aloof beam EELS may make it possible to identify surface

species without inducing the surface damage associated with

transmission techniques. Vibrational EELS is ideal for molecular

identification but is not yet available on the current generation

of environmental TEMs [1–3] . However, the monochromators avail-

able on existing ETEMs allow EELS to be performed under in situ

conditions at resolutions of around 100 meV. Thus aloof beam va-

lence loss spectroscopy can be performed under reaction condi-

tions. In situ monitoring of changes in the aloof beam spectrum

may provide information on dynamic changes taking place on the

surface of the nanoparticle under reaction conditions. 

The simple picture used to derive Eq. (1) assumes that the sur-

face is abruptly terminated and that the dielectric response func-

tion is the same throughout. The surface response (the so-called

surface plasmons or phonons) simply reflects the boundary condi-

tion that arises from the bulk/vacuum interface. In reality, the sur-

face structure will rarely be bulk terminated and for applications

in fields such as catalysis, the surface composition will always be

different from the bulk. Consequently the sensitivity of the surface

EELS response to changes in the composition or structure of the

surface layers becomes important. Several authors have considered
Please cite this article as: P.A. Crozier, Vibrational and valence aloof b
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eometries that allow coatings to be modelled by including a thin

ayer with a different dielectric function e.g. [68,85–88] . The non-

elativistic coated slab model gives the simplest analytical expres-

ion and, assuming that the electron beam is travelling through the

acuum (see Fig. 6 ), can be written as [86] 

d 2 P 

d qd E 
∝ F 

(
ε , ε ′ , K, a 

)
exp ( −Kb ) /K v 2 (2)

ith 

 

(
ε , ε ′ , K, a 

)
= Im 

{ [(
ε ′ + ε 

)(
ε ′ −1 

)
exp ( 2 Ka ) −

(
ε ′ −ε 

)(
ε ′ + 1 

)
exp ( −2 Ka ) 

]
[ ( ε ′ + ε ) ( ε ′ + 1 ) exp ( 2 Ka ) −( ε ′ −ε ) ( ε ′ −1 ) exp ( −2 Ka ) ] 

}

nd 

 

2 = q 2 + 

ω 

2 

v 2 

here q is the change in wavevector parallel to the surface. As dis-

ussed by Howie and Milne[86], the term F is most sensitive to the

urface layers for larger values of K and, for a given energy loss,

his can be accomplished by using off-axis geometry or lower elec-

ron velocity for spectral collection. (Notice that Eq. (2) shows an

xponential dependence on impact parameter b and also contains

 q dependence. The Bessel function impact parameter dependence

f Eq. (1) arises because ε is assumed to be independent of q and

n integral over q has been carried out). 

An important question that must be explored concerns the sen-

itivity of aloof beam EELS for detecting surface layers. The aloof

ignal is influenced not only by the surface layer but also by the

nderlying substrate. Certainly nanometer thick oxide layers can

e detected but what about a submonolayer molecular film. Eq.

2) provides a simple way to explore this question. Eq. (2) is cer-

ainly a “best case” scenario since it does not include Cherenkov or

uided light modes. Moreover, it is not clear how far one can push

hese dielectric models for thin layers especially for submonolayers

hat are likely to be discontinuous. However, it is a simple starting

oint and provides at least and initial guide to what to expect at

ower accelerating voltages on smaller nanoparticles of lower re-

ractive index (see Section 8 ). A series of spectral simulations were

erformed for a 0.2 nm thick layer on a TiO 2 substrate for an inci-

ent electron energy, E o , of 60 kV to illustrate the surface sensitiv-

ty with varying q. The thin film is a simple Drude oscillator with

 resonance at 2.5 eV, selected to lie within the 3.2 eV bandgap

f anatase. The dielectric data for the anatase was an average of
eam EELS: A potential tool for nondestructive characterization of 
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Fig. 7. Simulations of aloof beam EELS spectrum for different values of q for 0.2 nm of Drude oscillator E p = 2.5, on TiO 2 (anatase) substrate. Impact parameter b = 10 nm, 

E o = 60 kV. Energy-loss in eV along horizontal axes. The vertical axis is in arbitrary units but is proportional to the scattering probability. 
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he dielectric function parallel and perpendicular to the c-axis [89] .

efining θE =�E/2E 0 and assuming a cutoff angle of θc ∼ ( θE ) 
0.5 

ith q c = k o θc where k o is the incident wavevector for the fast

lectron, the form of the spectrum can be calculated for different

alues of q up to the cutoff value. Fig. 7 shows that the intensity of

he peak at 2.5 eV relative to the TiO 2 substrate conduction band

dge signal increases dramatically with increasing q showing that

he scattering becomes more localized to the surface. However, the

bsolute intensity of the spectrum also drops by many orders of

agnitude as q increases. At the cut-off value, q c = 8 × 10 8 m 

−1 ,

he intensity is 7 orders of magnitude lower than the q = 0 case.

his is because K appears in the argument of the exponential term

nvolving the impact parameter b in Eq. (2) . To maintain the same

ignal strength as q is increased, the beam must be placed closer

o the sample and simulation shows that at the cut-off value of

, the impact parameter is only 0.1 nm. Thus to get the highest

urface sensitivity, the electron beam is effectively touching the

ample surface and radiation damage will be correspondingly in-

reased. Moreover, from a practical point of view, such small im-

act parameters are unrealistic for aloof beam EELS because of the

ncident-beam convergence. 

For damage free surface analysis, the optimum scattering an-

le may be one that maximizes surface sensitivity and minimizes

amage. In practice, the STEM geometry typically involves a probe

onvergence semi-angle of 10 – 30 mrad and an EELS collection

emi-angle up to 50 mrad. Thus each spectrum is an average over

 range of q although the intensity will be heavily weighted by the

ow q contributions. In future spectrometers, it may be possible

o use annular entrance apertures to increase the intensity of the

igher angle scattering. However, to evaluate the potential benefits

f such a cylindrical collection geometry on surface analysis, Eq.

2) cannot be employed since the change in wavevector, q, is only

he component parallel to the surface. Also the q dependence of

he dielectric response functions should be explicitly included in

he calculation. 

For oxide catalysts, the substrate is an insulator and the sig-

al associated with adsorbates or electronic defects may give rise

o spectral intensity within the bandgap region. In favorable cases,

he spectral intensity in the bandgap region from the substrate

ay be very small, increasing the sensitivity for detecting the sur-

ace layer even for the forward scattering geometry. To explore this

ehavior, aloof beam spectra have been simulated for a layer of

iO (bandgap 3.2 eV) on an MgO substrate, bandgap 7.3 eV Fig. 8 a
2 
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hows that even for a 0.1 nm surface layer, the TiO 2 signal is easily

etectable within the bandgap of the MgO. Indeed in the spectral

egion more than 1 eV below the MgO band edge, the TiO 2 sur-

ace signal looks very similar to the bulk TiO 2 with only a slight

hift in the peak positions as shown in Fig. 8 b. (Of course in a real

ample, it is unlikely that such a thin TiO 2 layer could be accu-

ately represented by a bulk dielectric function but this approach

rovides order of magnitude estimates of the signal strength from

he thin layer). The TiO 2 signal initially increases approximately

inearly with increasing layer thickness and the MgO signal drops.

hen the TiO 2 thickness is 5 nm, the MgO signal is very weak and

he spectrum has converged to the aloof beam spectrum from a

ulk terminated TiO 2 surface. 

Detecting surface signals (either vibrational or bandgap elec-

ronic states) is certainly feasible on insulators or semiconductors

f relativistic effects are small because the substrate intensity in the

andgap is very low. The situation for a metal substrate is more

hallenging because the weak surface signal will sit on a large

lectronic excitation background. This situation was simulated for

ayers of TiO 2 (anatase) on a drude metal substrate with a reso-

ance at 20 eV and width of 5 eV The result is plotted in Fig. 9 and

hows that the thinnest layer of TiO 2 (0.1 nm) is barely visible on

he large background from the metal. At a thickness of 1 nm, the

iO 2 signal becomes easily detectable above the metal background.

To test the experimental ability to perform surface nanoanaly-

is of thin, radiation sensitive layers, we recently conducted exper-

ments on MgO nanocubes with a surface hydrate layer [90] . MgO

nd Mg(OH) 2 have refractive indices (in the bandgap region) of 1.8

nd 1.3 respectively making relativistic effects small. The transmis-

ion and aloof beam spectra recorded with the Nion monochro-

ated system are reproduced in Fig. 10 and the aloof beam spec-

rum shows intensity within the bandgap region that we associate

ith the hydrated layer. Simulations using Eq. (2) showed a good

t indicating that a thin hydrated layer was present. (More accu-

ate relativistic calculations will be published later which also sup-

ort the current interpretation). This supports the conclusion that

ocal surface analysis without radiation damage is feasible with the

loof beam approach. Comparing Figs. 10 and 8 c shows that the

ensitivity for detecting the magnesium hydroxide is considerably

oorer than the TiO 2 simulation suggests. The strength of the spec-

roscopic signal from the thin layer is primarily controlled by the

maginary part of the dielectric function which, for the hydroxide,

s an order of magnitude smaller than the TiO case. 
2 
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Fig. 8. Simulations of aloof beam EELS spectrum based on Eq. (2) for thin layer of TiO 2 on MgO substrate. a) and b) 0.1 nm TiO 2 with b) also showing aloof spectra from 

TiO 2 layer and scaled TiO 2 bulk terminated surface (dotted) c) 1 nm and d) 5 nm. Impact parameter b = 10 nm, E o = 60 kV, energy loss in eV along horizontal axis. 

Fig. 9. Simulations of aloof beam EELS spectrum for thin layers of TiO 2 on Drude 

metal (E p = 20 eV, � = 5 eV). Impact parameter b = 10 nm, E o = 60 kV. TiO 2 layer is 

0.1 nm (solid), 1 nm (dotted) and 5 nm (dashed). 
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Fig. 10. a) The transmission (black) and aloof beam spectrum (blue) from the (100) sur

aloof spectrum from a) and simulated spectrum (black) using Eq. (2) assuming 1.5 nm lay

Elsevier). (For interpretation of the references to colour in this figure legend, the reader i
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The aloof beam vibrational EELS approach was also tested

n the same MgO sample described above[53]. The spectrum in

ig. 11 shows the presence of a broad peak centered at 430 meV.

or OH species, hydroxides give a sharp peak at 450 meV and hy-

rates give a broad peak at 430 meV. The spectrum from the MgO

urface looks similar to the hydrate spectrum shown in Fig. 5 sug-

esting that the surface layer on the MgO cube is a hydrate layer

ot a hydroxide layer. This demonstrated an advantage of the vi-

rational approach compared to the valence loss method in that

he spectral finger print can be interpreted directly in terms of a

olecular motif. 

. Complications: relativistic and particle size effects 

It is well known that relativistic effects complicate the inter-

retation of the aloof beam spectrum at higher electron beam en-

rgies. Cherenkov emission and other retardation effects associ-

ted with large impact parameters can result in large deviations

rom the spectral form predicted by Eq. (2) . One consequence for

he insulating oxides considered here, is that the spectral intensity

ithin the bandgap region becomes a function of both the real and

maginary parts of the dielectric functions. Cherenkov radiation is

 relativistic effect that arises when the electron, or in the aloof

eam case, the image charge, travels faster than the speed of light

n the medium. In this case, a necessary condition for the genera-
face of MgO cube exposed to water vapor (E o = 60 kV). b) Background subtracted 

er of magnesium hydroxide is present. (Courtesy of Liu et al, [90] – with permission 

s referred to the web version of this article.) 
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Fig. 11. Aloof-mode vibrational spectrum from surface of same MgO cube of Fig. 

10 . The OH stretch at 430 meV associated with surface OH layer (the insert shows 

the vibrational peak after background subtraction). (Courtesy of Crozier et al, [53] –

with permission). 
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ion of Cherenkov is that, v > c/n where n is the refractive index

or the energy-loss of interest, v is the velocity of the fast electron

nd c is the speed of light in the vacuum. Thus low refractive in-

ex materials are less likely to show Cherenkov effects in EELS at

ower accelerating voltages. 

The Cherenkov threshold condition does not provide any infor-

ation on the strength of the Cherenkov signal in the spectrum.

or example, it is well known that particle size strongly influ-

nces the effect of Cherenkov radiation on the spectrum. For par-

icles sizes that are substantially smaller than the wavelength of

he emitted photons, the Cherenkov effect is suppressed [33,35] .

ther retardation effects, such as the time it takes the fast elec-

ron signal to reach the surface have been discussed by Rivacoba

nd will be present regardless of refractive index [74] . These effects

ill increase with increasing impact parameter so this may be an

rgument for keeping the impact parameter as small as radiation

amage will allow. In less favorable cases, it may not be easy to

ifferentiate the bandgap intensity due to relativistic effects from

eak signals associated with the presence of surface states without

xtensive simulation. Even if such a differentiation is achieved, the

dditional intensity generated in the bandgap by relativistic effects

ill decrease the detection limits for surface states. 

The critical refractive index above which Cherenkov effects are

ikely to become important is plotted as a function of accelerat-

ng voltage in Fig. 12 a. The refractive indices (at 589 nm) of oxides

upports commonly employed in heterogeneous catalysts is also

hown on the graph [91] . The graph shows that significant rela-

ivistic effects will be present in all materials at higher accelerating

oltages (i.e. 200 kV). Supports such as MgO, SiO 2 and Al 2 O 3 have

efractive indices of 1.75 or less and Cherenkov effects should be

mall at accelerating voltages of 100 kV or lower. TiO 2 has a sig-
ig. 12. a) Critical refractive index for Cherenkov condition versus electron beam energy. 

efractive indices of 1.5 (solid), 2.5 (dashed) and 3.5 (dotted). 
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ificantly higher refractive index (2.4 – 2.6) and accelerating volt-

ges of 20 - 40 kV may lead to simpler spectral interpretations. One

dvantage of the aloof beam approach compared to transmission

ELS is that the scattering probability is rather small so lower ac-

elerating voltages do not give large multiple scattering effects. For

onstant impact parameter b, the exponential and Bessel function

erms involving b and v (see Eqs. (1) and ( 2 )), shows that the in-

ensity of the spectrum will drop because of the reduction in v so

maller impact parameters may be required for adequate signal-to-

oise. 

For applications to catalysts, the sample is in the form of a par-

icle not an infinite half plane. For this case a spherical geometry is

ore appropriate and there have been several analyses using Mie

ype treatments of the electron scattering problem [73,80,92,93] .

ith the spherical geometry it is possible for the electric field as-

ociated with the fast electron to couple with the electromagnetic

avity modes of the particle leading to standing waves or so-called

uided light modes. These guided light modes can give rise to os-

illatory spectral intensity within the bandgap region which may

bscure weaker features associated with changes in surface struc-

ure. The resonant modes may be predicted for arbitrary geome-

ries using classical electrodynamic models as demonstrated for

aN nanowires [94] . The position of the maxima and minima is

etermined by the geometry of the particle and the lowest peak

n the energy-loss spectrum will arise from the resonance mode

ssociated with the largest wavelength. 

Full numerical simulation can accurately predict the location

f these spectral features in oxide nanoparticle [95] . A simple 1D

nalysis can also provide an approximate estimate of when guided

ight modes may give rise to intensity within the bandgap region.

he energy of a resonant standing light wave for a 1D particle of

imension L can be expressed as 

 = hmc / 2nL (3) 

here n is the refractive index and m is the order. The lowest en-

rgy mode (m = 1) is plotted in Fig. 12 b for typical refractive in-

ices for oxide supports. This shows that the energy of the low-

st mode decreases with increasing particle size and refractive in-

ex. The exact position of the peak will depend on the particle

eometry and other factors such as the degree to which the stand-

ng photon wave spills into the vacuum. Also the strength of the

scillations will depend on the degree of coupling between the

ast electron and the resonant modes as well as the damping in

he material. However, for detection of electronic states within the

andgap, Fig. 12 b can be used to roughly estimate how small the

article should be to avoid having oscillations within the bandgap

egion. For an oxide like TiO 2 , with refractive index of 2.5 and
b) Approximate lowest energy optical cavity mode as a function of particle size for 
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bandgap of 3.3 eV, we would not expect to see guided mode max-

ima or minima in the bandgap region for particles less than 75 nm.

In smaller particles, this energy-loss mechanism will contribute a

slowly varying background within the bandgap region negatively

impacting the detection limits for surface structure. Our experi-

ence with materials like TiO 2 , suggests that for spectra recorded

at 60 and 100 kV, peaks are present in the bandgap region which

depend sensitively on particle size/shape and may be significantly

enhanced at higher accelerating voltage [90] . For vibrational EELS,

the particle size needs to be greater than 400 nm to see peaks in

the vibrational energy range (450 meV or below). 

9. Looking ahead and closing remarks 

The technique of aloof beam EELS in a monochromated STEM

shows promise for surface characterization while minimizing elec-

tron beam induced damage. The vibrational signal is similar to

infrared spectroscopy and can provide molecular identification as

well as information on phonon modes. The valence-loss signal can

also provide information on composition and the dielectric re-

sponse in the visible region. The initial results on insulating oxide

substrates show that, at lower accelerating voltage, the bandgap

provides a low background spectroscopic window to sense the

presence of surface layers. Both the vibrational and electronic sig-

nal in the bandgap region are weak and would benefit with im-

proved detection efficiency. The sensitivity is most favorable when

the imaginary part of the dielectric function of the surface layer is

large in the energy-loss region of the bandgap substrate. The sur-

face sensitivity of aloof beam EELS acquired in the conventional

forward scattering geometry is limited. The ability to collect a sig-

nificant fraction of the higher angle scattering through some sort

of annular collection geometry without degrading spectral resolu-

tion would increase the surface to bulk signal ratio. Surface sensi-

tivity is also improved by using lower accelerating voltage. Contin-

ued detector system improvements in both detection quantum ef-

ficiency and modulation transfer function which reduces the tails

on the zero-loss signal would provide greater detection of the vi-

brational fingerprints of surface adsorbates. 

Guided light modes may complicate the interpretation of the

intensity in the bandgap region. For the common oxide supports

of relevance to catalysis, these effects seem to be considerably re-

duced for particle sizes less than 75 nm although spectral simu-

lation should be performed especially for systems with larger re-

fractive indices in the spectral region of interest. Cherenkov and

other retardation effects can also be problematic particularly for

systems of higher refractive index. For oxide systems, the refractive

index in the bandgap region rarely exceeds 3 and working at ac-

celerating voltages of 20 – 40 kV should help to minimize the rel-

ativistic effects assuming the impact parameter is small ( < 5 nm).

Spectral simulations are important to ensure correct interpretation

especially for the valence loss region. For areas such as catalysis,

detecting the changes in the aloof beam spectra that occur with

changes in temperature and gas composition will provide a poten-

tially new tool for determining structure-reactivity relations. Thus

to realize the full potential of this advanced spectroscopy capabil-

ity, it must be made available for in situ or operando microscope

configurations. 
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